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] Facebook

-' Specifications

. Performance* 27-51 PFLOP/s
e 2014 completion target 01.97 PB RAM

Memory* 1900-6800 PB disk
e (Cost: ~760 MS

Power 84 MW avg* (120 MW max)
e Nearby Lule River generates Space 290,000 ft2 (27,000 m?)
9% of Sweden's electricity (~4.23 GW) Cooling* ~1.07PUE
* estimated

e Average annual temperature: 1.3 °C
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The Problem is Power-Space-Cooling

e Upgrading a facility to more powerful computers is constrained by
— Power supply capability of electric company
— Space limitations
— Cooling infrastructure

e Constraints on developing computers with additional processing power
— Some estimates to reach exascale are in the hundreds of megawatts.

— An exascale computer at 20 megawatts based on semiconducting technology
will require heroic measures.

— We will require a different technology to get beyond exascale.

2016-04, Holmes, Superconducting Computing and the IARPA C3 Program
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Alternative Technologies

1o e Superconducting SFQ
(single flux quantum)
10% looks good based on
switching energy-delay,
10% but:
S — Refrigeration requires
E 107 x400 to x5000 energy

— Wiring + leakage losses
0% dominate for other

technologies

10% e Conclusions:
— Full system evaluation is
107 o - o 00 o9 required for SFQ
Delay (s) — Better metrics and
MIT Lincoln Laboratory, “Forecasting superconductive electronics ﬁgureS_Of_merit needed!

technology,” The Next Wave, vol. 20, no. 3, 2014.
https://www.nsa.gov/research/tnw/tnw203/article2.shtml

2016-04, Holmes, Superconducting Computing and the IARPA C3 Program
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Superconducting Computing Approach

e Low temperature operation (~4 K)

— Allows different physics

— Commercially available refrigeration
e Logic j\r I~2 mv

— SFQ (Single Flux Quantum) — e ~1ps
— Switching energy ~ 2x102° )
e Memory q)éo _E(hard)
— compatible with SFQ logic < > (sofy
S

e Interconnects
— Superconducting in the cold space jL—» ~c/3, nearly lossless
— Input/Output: electrical or optical
e Major energy reductions in all 3 areas!

2016-04, Holmes, Superconducting Computing and the IARPA C3 Program



OFFICE OF THE DIRECTOR OF NATIONAL INTELLIGENCE

EADING

I NTELLIGENCE T NTEGRATION

Feasibility Study

e Superconducting supercomputer evaluation using:
— Near-zero energy 4 K interconnect
— New SFQ logic with no static power dissipation
— New cryogenic memory ideas
— Electrical or optical input and output
— Commercial cryogenic refrigerators

Voo = @y f N aVaVA ! e VAVA
DC 0/ clock LU , N Ly l Lo
IC - Ibias ‘% T W W
',r( >k2
-

I» jl;’ Lbias‘ JL > :Ibias L; -
| :’rb'\asl‘(—% | ' . E:I':{;::":‘ o .
RSFQ >’ ERSFQ

Rapid Single Flux Quantum Energy-efficient Rapid Single Flux Reciprocal Quantum Logic (NGC) Adiabatic Quantum Flux Parametron
Quantum (Hypres) (0 wormnar anuemar

2016-04, Holmes, Superconducting Computing and the IARPA C3 Program
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System Power Budgets

(qty) Refrigeration system, (1) sHI model (2) sHIGM-IT (1) Linde LR70 (2) Linde LR280
LHe recondensing SRDK-415D-F50 CG310SLCR helium liquefier helium liquefier
(cost) (45 k9) (320 k$) (2 M) (6 M)
e Heat load at cold end * e 15W®@4.2K e 10W @ 4.3K e 100W @ 4.4K e 1,020W @ 4.4K
e Cooling penalty (300 K/4 K) e 5000 w/w e 1280 w/w e 450 w/w e 395 w/w
Power — cooling (60 Hz) 7.5 kw 12.8 kw 45 kw 400 kw
Power — everything else 7.5 kw 27.2 kw 155 kw 1,600 kw
Total system power 15 kw 40 kw 200 kw 2,000 kw
* Computation efficiency 0.7 x 1011 2.5 x 104 5 x 10! 5 x 101

(goal: > 5 x 101 FLOPS/W) FLOPS/W FLOPS/W FLOPS/W FLOPS/W

* typical cold end
heat load budget

Logic Memory
0.3 0.3

Other
0.1 Interconnects
0.3

e Toughest problem: scaling uncooled
components, primarily disk storage memory

2016-04, Holmes, Superconducting Computing and the IARPA C3 Program
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Memory Power @ 4 K

e Cryogenic operation preferred: close to logic, so low latency
— Superconducting interconnects for speed, low energy loss

performance (PFLOP/S) 11 110 10 |1o0

Main memory (18s/Fflor) 1 PB 10 P8 100 rB 1,000 rB
Power budget (@ 4K) 1.5w 10 w 100 w 1,000 w
e target for memory 0.4W 3W 30 W 300 W
Hybrid JJ-CMOS 19 mw 190 mw 1.9 cw 19 cw
(Van Duzer 2007), 20 mW/MiB

Pipelined dc SFQ RAM 86 mw 860 mw 8.6 gw 86 cw

(SRL 2005), 700 uW/8 KiB
(100 nV power supply)

Josephson MRAM 0.46 w 4.6 w 46 w 460 w
(NG proposal) 1 B/FLOP,
R/W: 5/160 al/bit ASC 2012 paper 3EA-03, “Josephson MRAM”, A. Herr et al.

JMRAM approach might work
___INTELLIGENCE ADVANCED RESEARCH PROJECTSACTIVITY (ARPA) 13 _

2016-04, Holmes, Superconducting Computing and the IARPA C3 Program
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System feasibility study: power @ 4 K

Power budget (@ 4 k) 1.5w 10w 100 w 1,000 w
Logic (RQL, Ic = 25 pA, 8.3 GHz) 0.18 w 1.8 w 18 w 180 w
® processor cores ¢ 40,200 * 402,000 e 4,020,000 ¢ 40,200,000
Memory (1 B/FLOP, J]MRAM) 0.46 w 4.6 w 46 w 460 w
e quantity (1 B/FLOPS) 1PB 10 PB 100 PB 1,000 PB
Interconnects (VCSELs @ 40K) 0.1w 1w 10 w 100 w
Other (structure, radiation heat 0.76 w 2.6 w 26 w 260 w
leaks)
Total 15w 10w 100 w 1,000 w
* Computation efficiency 0.7 x 1011 2.5x 101 5 x 1011 5 x 1011
(goal: > 5 x 10! FLOPS/W) FLOPS/W FLOPS/W FLOPS/W FLOPS/W
o P ot Conclusions:
memory ) "' e Energy-efficient superconducting computers are possible
@D MR * Priorities: Memory — Logic — System — Interconnects
Logic

2016-04, Holmes, Superconducting Computing and the IARPA C3 Program
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Superconducting computing looks promising
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D.S. Holmes, et al.,
IEEE Trans. Appl. Supercond.,
vol. 23, 1701610, 2013
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Exascale Power Comparison

Conventional computer at 100 MW

Superconducting
computer at 2 MW

> ®

Biggest win is
superconducting
Interconnect!

2016-04, Holmes, Superconducting Computing and the IARPA C3 Program



OFFICE OF THE DIRECTOR OF NATIONAL INTELLIGENCE

L eEap1I NG I NTELLIGEMNTCE I NTEGRATION

Conceptual System Comparison (~20 PFLOP/s)

“ 4 Cryogenic
" M Refrigerator

same scale comparison

\

2x2

Courtesy of the Oak Ridge National Laboratory,
U.S. Department of Energy

- Titan at ORNL Superconducting Supercomputer

Courtesy of IARPA

Performance 17.6 PFLOP/s (#2 in world*) 20 PFLOP/s ~1x
Memory 710 TB (0.04 B/FLOPS) 5 PB (0.25 B/FLOPS) 7x
Power 8,200 kW avg. (not included: cooling, storage memory) 80 kW total power (includes cooling) 0.01x
Space 4,350 ft? (404 m?, not including cooling) ~200 ft? (19 m2, includes cooling) 0.05x
Cooling additional power, space and infrastructure required All cooling shown

* TOP500, 2015-11

2016-04, Holmes, Superconducting Computing and the IARPA C3 Program
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Cryogenic Computing Complexity (C3) program goal

Develop technologies for a computer based on
superconducting logic with cryogenic memory, and

Integrate a prototype that can answer these questions:

1) Can we build a superconducting computer that is capable
of solving important problems?

2) Does it provide a sufficient advantage over conventional
computing that we want to build it?

2016-04, Holmes, Superconducting Computing and the IARPA C3 Program
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C3 development areas

Approach based on:

Near-zero energy superconducting interconnect

IARPA C3

New SFQ logic with no static power dissipation .
program basis

New energy efficient cryogenic memory ideas

Electrical or optical inputs and outputs
Commercial cryogenic refrigerators

2016-04, Holmes, Superconducting Computing and the IARPA C3 Program
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Notional Prototype

& m e mm e e e m—— -
: Room :
|
I |
|| Gt ! Clock rate for. _ 10 GHz
: Refrigerator : SuperCOI‘ldUCtlng |OgIC
e T - ! Throughput (bit-op/s) 1013
v Efficiency @ 4 K 1015
~ 4 kelvins (-270 °C) (bit-op/J)
CPU count 1
Input/ . .
CPU Output Word size (bit) 64
Parallel Accelerator 5
PA Controller count
Sl Main Memory (B) 228
Azagzzallgte(;r Input/Output (bit/s) 10°
Main
Memory

2016-04, Holmes, Superconducting Computing and the IARPA C3 Program
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Program Metrics and Goals

Metic | 8 | o | ___op2____

Memory cell Array Chip
106; 10° 5x106 ; 5x10° 107; 106
1 5; 30 5; 30
10,000; 1,000 5,000; 400 5,000; 400
5x10%6; 5x107  5x1016; 5x107 1016; 1017
Subcircuits Circuits Processors
Circuits 1 Circuits 2 Circuits 3
10° 5x107° 10m
10 5x10%° 107

* Memory metrics: The first number refers to Main Memory and the second to Cache Memory.

2016-04, Holmes, Superconducting Computing and the IARPA C3 Program
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C3 Program Organization

Government Performer teams

Phase 1 LCS Thrust CM Thrust \

Desigrirules, test chips Logic’ .
.. Cryogenic
Communications
Memory
GDS files with test chip designs & Systems

Government Furnished
Foundry

Logic, .
L. Cryogenic
Communications
Memory
& Systems

2016-04, Holmes, Superconducting Computing and the IARPA C3 Program
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C3 Program Schedule

Management Milestone

Phase 1 Base Period (BP)
Kickoff 0 07/29/2014
Start Date 1 09/01/2014
Pl Meeting & Workshop 6 02/18/2015
Pl Meeting & Workshop 12 08/11/2015
Program Review (decision on OP1) 14 11/05/2015
Phase 1 Option Period 1 (OP1)
Pl Meeting & Workshop 18 03/10/2016
Pl Meeting & Workshop 24 08/10/2016
Program Review (decision on OP2) 29 11/15/2016
Phase 1 Option Period 2 (OP2)
Pl Meeting & Workshop 32 02/15/2017
Decision on Phase 2 BAA release 34 04/15/2017
Pl Meeting & Workshop 38 08/15/2017
Program Review (decision on Phase 2 follow-on) 41 11/15/2017

e Marc Manheimer, Program Manager
— http://www.iarpa.gov/Programs/sso/C3/c3.html

2016-04, Holmes, Superconducting Computing and the IARPA C3 Program
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C3 Government Team

e MIT Lincoln Laboratory

Junction
Layers
— Superconducting electronics foundry
Wiring
— Process development Hevers
8 niobium layer cross-section
e Sandia National Laboratories Nosignificant “Ga8" s 415.15.1_4 g2 Significant “gap’

. . Standard I, RI1C11 5% " High I, R2CI11
— Failure analysis e\

F ingress can
be observed in
conjunction
with “gap,”

- but not always
e NIST Boulder

— Test & evaluation of performer circuits DC probes Recording
. e head

— Superconductivity expertise

— Government program support

~+7 Microwave
% probe

e NASA-JPL (contract pending)

— Tunnel junction improvement

2016-04, Holmes, Superconducting Computing and the IARPA C3 Program
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MIT-LL Superconducting Technology Roadmap

Fabrication Process e Process Node
Attribute SFQ3ee SFQ5ee  SFQ6ee  SFQ7ee  SFQ8ee
Critical current density MA/m?2 100 100 100 100 100 100
JJ diameter (surround) nm 700 (500) 700 (500) | 700(300) [ 700(300) | 500 (200) | 500 (200)
Nb metal layers - 4 8 8 10 10 10
_ _ Critical layers nm 500 (1000) | 500 (700) | 350 (500) | 350(500) | 250 (300) | 180 (220)
Line width (space)
Other layers nm 500 (700) | 500(r00) | 350(500) | 250 (300)
Metal thickness nm 200 200 200 200 200 150
Dielectric thickness nm 200 200 200 200 200 180
Resistor width (space) nm 1000 (2000) | 500 (700) | 500 (700) | 500 (700) | 500 (500) | 350 (350)
Shunt resistor value Q/sq 2 2 20r6 20r6 20r6 20r6
mQ resistor mQ - - 3-10 3-10 3-10 3-10
Microelectronics Lab, High kinetic inductance layer pH/sq - - 8 8 3 3
MIT Lincoln Laboratory Via diameter (surround) nm 700 (500) 700 (500) [ 500(350) | 500(350) | 350 (250) | 350 (200)
Via type, stackin i Etched, Etched, Etched, Etched, Stud, Stud,
: Pe, g Staggered | Stacked\2/ | Stacked\2/ | Stacked\2/ | Stacked Stacked
b Early access availability - 2014-09 2015-09 2016-03 2016-09 2017-09

Changes from the previous process

* Nb/AI-AlOx/Nb JJ technology
e 200 mm Si wafers, full planarization

2016-04, Holmes, Superconducting Computing and the IARPA C3 Program
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SFQ7ee process node (2016)

Resistor

Mo JJ Counter electrode
milliohm
Resistor JJ Bottom
Electrode
Nb layer
Sio,

Nowiring | M MR
ayers 7| W W MWW

- Nb stud via

Shunt Resistor

N | | (Standard or HSR)

- milliohm resistor

B Hx

Thermal Ox Tyt S S it
e _—* - Au pad
Si substrate
B / HKI = high kinetic inductance
HSR = high sheet resistance
HKI layer /

e 10 Nb layers, 250 nm minimum wire width, 300 nm spacing
e 500 nm minimum junction dia., J target: 100 pA/um?

2016-04, Holmes, Superconducting Computing and the IARPA C3 Program
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Logic Communications & Systems: 2 Projects

e |IBM team (Gerald Gibson)
— Architecture: many lightweight processors

— ERSFQ/eSFQ circuit families (Hypres)
e DC power, zero static power dissipation
e “1”:single SFQ pulse; “0”: no pulse

e Northrop Grumman team (Quentin Herr)
— Architecture: RISC processor

— Reciprocal guantum logic (RQL) circuit family
e RF clock and power (~ 10 GHz)
e “1”: pair of reciprocal SFQ pulses; “0”: no pulses

ERSFQ (power: —dc)

VDC = q)O'fclock

Ic - Ibias

jL_) Lbias

=~
%

2016-04, Holmes, Superconducting Computing and the IARPA C3 Program
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Energy-Efficient SFQ (eSFQ, ERSFQ)
- -‘ Feeding JTL
e SFQlogic families developed at pene ; )
Hypres Supercandumngg Resistive " O—Erﬁ;[f?] Lo Lgn
— DC supply current, zero static = ﬂ T el
power dissipation using a JJ and | -ulfzf?%ll::;szw —

large inductor in series [

— Clocked by SFQ pulses distributed
separately

— ERSFQ and eSFQ can be combined
in a single circuit

[p——

SFQo—F—Gate 1+ Gate 2f*--+{Gate n

L L L

Parallel Out Serial In
| ]

e Demonstration circuits:
— ERSFQ 8-bit adder (2011)

Kirichenko et al. IEEE Trans. Appl. Supercond. (2011)

— 0.8 alJ/bit eSFQ circuit
Volkmann et al. Supercond. Sci. Tech. (2013)

ERSFQ 8-bit adder

eSFQ shift register and
deserializer test circuits

Mukhanov, IEEE Trans. Appl. Supercond. (2011)

2016-04, Holmes, Superconducting Computing and the IARPA C3 Program
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Record 415 GHz Toggle Flip-Flop

magnetic bias _—
TFF line output

415.7 GHz

. ————

\ —u— Chip D3

350 \

3004 o \

—
u

=

=1

=3
1

TFF maximum frequency (GHz)

severely overdamped 1) ERSFQ bias line
as dclsfq 250 T T T T T T T T T T T T T
16 1.8 2.0 2.2 24 26 28
Figure 7: TFF-based Static Frequency Divider Circuit TFF bias (mA)

2015-01-IBM Technical MSR

e 415 GHz maximum operating frequency of a toggle flip-flop (TFF) circuit was
demonstrated, a for Josephson junctions with critical current density

J.=135 MA/m?.
e ERSFQ s an energy-efficient superconducting digital circuit family, proving
that both high speed and high efficiency are possible in the same circuit.

2016-04, Holmes, Superconducting Computing and the IARPA C3 Program
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worrmor smmman. RQL 8-bit Kogge-Stone Adder

Clock 1
e (Carry look ahead adder (CLA) core Clock 2

— Excluding: input shift registers, output amps SFQ Input | |

— Fabricated in Hypres 45 MA/m? process

s 815 " —
time -
Ave I 162 pA
=
Clock 6.2 GHz | _§
Power 560 "W @ 6.2 GHz ="
with 1.2 mW clock r =
Energy ~5x107 p)J 1=
w
Latency 150 ps @ 10 GHz é . H == _
Area ~ 4 mm? | = Wilkinson

e Projected 64-bit adder in advanced process: o ,
FIG. 3. Picture of the fabricated 8-bit CLA on a 5mm die, using a 2 ym

100 PS Iatency at 20 GHz with 1.2 mW clock RGOt D P
A. Herr et al., J. Appl. Phys. (2013)

2016-04, Holmes, Superconducting Computing and the IARPA C3 Program
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Cryogenic Memory: 2 Projects

e Raytheon BBN team (Tom Ohki) SOBUREAL
— Orthogonal STT memory (Andrew Kent, NYU) _ g
— Spin Hall effect memory (Robert Buhrman, Cornell U)

— nTron drivers or memory elements (Karl Berggren, MIT)
— eSFQ/ERSFQ logic circuits (Hypres)

e Northrop Grumman team (Anna Herr)

— Spin valve devices (Nathan Newman, ASU) JMRAM

— Spin valve materials (Norman Birge, MSU) super

— Fabrication process development (Jiwei Lu, UVA) i —

— RAQL logic circuits (NGC) fixed —
supe

Power:

DC —

Power:

AC
10 GHZ

2016-04, Holmes, Superconducting Computing and the IARPA C3 Program
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BBN Technologies

e Raytheon BBN, NYU (Andy Kent),
Hypres
e Memory element

— Write current through element,
not field lines

— 3to4% MR
— No thermal fluctuations required
— <100 ps switching times
e Logic
— ERSFQ or eSFQ (Hypres)

L. Ye et al., “Spin-transfer switching of orthogonal spin-
valve devices at cryogenic temperatures,” JAP (2014)

T NTEGRATION

OF NATIONAL INTELLIGENCE
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COSTRAM: Cryogenic Orthogonal Spin Transfer RAM

Optimization for Low Temperature

* OST-MRAM operates at low temperature: thermal fluctuations are not
needed to initiate switching events
* Current required to write bit cell at low temperature is greatly reduced
I oc U for long-term stability: U/lcT > 60
Room temperature 42K

200

zT T U/kT =90
E 150 "é' 150 4
= 0.1 02 F
2D ool H, (Tesla) D ool
£ =
I} ! S
& s HEo1T E ol HeamT
|; IT- Threshold current .L Ir' Thre'shold current

oL N I PR

0 2 4 [ ] 10 0 002 004 006 008 0.1

1, (mA) 1, (mA)

A.D. Kent et al., APL 84, 3899 (2004)
* Write energy estimate: E = [2Rr ~ 10719
* Read energy estimate: f — 1020

2016-04, Holmes, Superconducting Computing and the IARPA C3 Program
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Toggle MRAM

Top
Bottom Electrode
Electrode Isense

ON for

sensing,
OFF for
programmin

WWW.everspin.com

e Memory cell: Josephson junctions with magnetic tunnel barriers
— Physics demonstrated in SFS JJs
— Memory state: high or low I_
— Write: magnetic field switching of the “soft” magnetic layer
— Read: Josephson effect

e No static power dissipation

e Read energy dissipated only for logical “1”

2016-04, Holmes, Superconducting Computing and the IARPA C3 Program
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Superconducting Computing
and the IARPA C3 Program

e Problems in large scale computing

e Feasibility study

e Cryogenic Computing Complexity (C3) program (IARPA)
e Challenges

e Related work

e Conclusions
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Challenges

e Fabrication } Subject of next talk
e Memory
— Magnetic memory device physics and fabrication
— Cell size
e Superconducting circuit physics
— Coupled current and inductance
— Low gain from JJs
e Electronic design automation (EDA) tools
e |nput/Output
— Optical needed
— High-speed, low heat leak
e Circuit complexity, density
e Cryogenic and (non-) magnetic environment
— Materials and packaging Future
— Refrigeration

2016-04, Holmes, Superconducting Computing and the IARPA C3 Program
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Challenges: Memory % g

e Variety of device types with no clear winner

— Magnetic spin valve (SV), spin Hall effect (SHE), spin-transfer torque (STT), ...

— New materials: NiFeMo, NiFeCu, NiFeNb, Co/Ru/Co, [Co/Ni],, ...

— New physics combining spintronics and superconductivity ;I\ P
 Process control —~

— Low energy operation and superconductivity demand thin layers
— Thickness (~ 1 nm) exponentially affects device parameters

— Interfacial roughness degrades properties and increases spreads ¢>J

— Properties change from room temperature to 4 K

e Memory cell size U
— Multiple devices per cell el super

—

— No equivalent to DRAM yet P4 P | free —

< fixed N
|
super

4
C
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Challenges: Superconducting Circuits

e Inductance (L) and critical current (/) are linked for SFQ circuits
— SFQ: Single Flux Quantum, @, = 2.07 fWb (mV-ps or mA-pH)
— Flux: I'L = ® = od,~ D, required for circuit operation!
— Switching energy: E,, = I @,
— Decreasing I, (more energy efficient!) requires increasing L

e Low gain
— Fan-out > 1 requires splitters

on 1®

— Low gain from Josephson junctions
(3 JJs to make a 2:1 splitter)

— Low isolation across JJs

Decision
~ Block

— Alternatives are being explored

.

Transfer Block Storage Block

3-terminal nanowire switch S-F transistor Holmes, Kadin, Johnson, Computer, Dec. 2015

2016-04, Holmes, Superconducting Computing and the IARPA C3 Program
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SFQ gate: set-reset (SR) flip-flop

Single Flux Quantum (SFQ)

O I-lL = ®y=2.07 mA-pH
A

~1 mV

@ Ibias % | ~o
2 ”
Decision
—>
> Block Time

J (&
Y

Storage Block

|\

~
Transfer Block
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Challenges: EDA and Designers

e Electronic design automation (EDA) tools
missing or needing improvement:

— Inductance extraction

— Placement and routing
(inductance range)

— Synthesis
— Timing analysis
— Simulation

— PDKs (not provided by foundry!)
e SFQ designers

— No classes in the USA

— Few designers

“Manual design is like making lace.” (SFQ designer)

2016-04, Holmes, Superconducting Computing and the IARPA C3 Program
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SCE EDA Tool Status

Requirements/Specification

e T \
. . _:I—> Behavioral HDL i1 ¢sssssssssss .
e Design, analysis, and ; 1 B pa——
£ . €—————  HDLSimulator €——— S'L'Tt';::’rl‘;” :
verification tools need ; ¥ J P ;
. i Automated Logic Synthesis < ! !
to be d€V€|Op€d Into a Merszzesazzecfresszszssszes’ ! i
. (€———————  Schematic Editor <—\"|— i i
comprehensive EDA tool | gy @ §
. e i Post-Synthesis Timing i :[ Libraries :
set specific to very large ‘_—[: Verification & Optimization J“'_ | |
scale su perconductin g —— PostsymthesisiCireutt Simuiton 64— | |
integrated circuits. .| Automated Layout synthesis </ | | i
> ' Automated P&R ) i Layout i
! 4' | : Libraries E
i Extraction E  T——— z
g_._ DRC I Legend
i ,L §< No Errors
SCE = Superconducting Electronics [€T—  LVS&Equivalence Check i _—
EDA = Electronic Design Automation ! \ " : — Required effort
= inti ' Post-Layout Timing Verificati ' =
HDL = Hardware Description Language o= < -~
P&R = Place-and-Route { v | ——
DRC = Design Rule Check ‘e Post-Layout Simulator < 2 —
LVS = Layout versus Schematic S—— g eeresases ’ : "
TCAD = TeChn0|Ogy CAD TapeouttoFab&Test = == = — = — = +
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SuperTools Program (IARPA)

e Request for Information (Posted 2015-01-12)
Electronic Design Automation tools for Superconducting Electronics (EDA for SCE)

http://www.iarpa.gov/index.php/working-with-iarpa/requests-for-information/electronic-design-automation-tools-for-superconducting-electronics

e Proposers’ Day (2016-02-10)
e Broad Agency Announcement (BAA) in process

e Mark Heiligman, Program Manager

2016-04, Holmes, Superconducting Computing and the IARPA C3 Program
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Cryo-to-Room Temperature Interconnects
e Electrical interconnects allow heat into the cryogenic environment

e Optical interconnects are preferred
— SFQenergy: Egeq =1 ®y= (0.1 mA)(2.07 mV-ps) = 2.1x1071°) 50.21 aJ
— Photon energy: E,, = hc/A = (6.6e—34 Js)(3e+8 m/s)/(1550 nm) =m
— Inis easier, as there are typically many photons per bit

— OQutis ‘IARPA hard’

Bus 64 x 20 ~40 K ~300 K Detector Array
Gb/s
\ .
Output Line 64 x 20 Gb/s
Drivers ced  MUX mm omm s e o

= e : =1280 Gbh/s
%

Ele_ctrical VCSEL ul/ l/

I?:I!;E:); Array to Network, Storage

e Request for Information IARPA-RFI-16-04 (posted 2016-01-28)
Data Ingress and Egress for Cryogenic Systems

http://www.iarpa.gov/index.php/working-with-iarpa/requests-for-information/data-ingress-and-egress-for-cryogenic-systems

2016-04, Holmes, Superconducting Computing and the IARPA C3 Program
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Complexity: SFQ lags semiconductors by ~ 10°

1E+10
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A Si-CPU

¢ Si-GPU
1E+5

> p

AA 00 OSi-FPGA

1E+4 A @ SFQ
A 2
AA A ® O SFQ-design

1E+3

Switching devices per chip
>

1E+2
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Complexity: SFQ lags semiconductors by ~ 10°
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1970 1980 1990 2000 2010 2020

Nagy et al. (2013) Statistical Basis for Predicting Technological Progress. PLoS ONE 8(2): e52669
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Density: SFQ lags semiconductors by ~ 104
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System performance lags by ~ 101

PERFORMANCE DEVELOPMENT PROJECTED

1 EFLOP/S = -
S R 363 pruoess
. 7_./’/‘.

100 PFLOP/S e = /
o o o * L LR 33.9 pruoes

o ® ! L e =

10 PFLOP/S o * 1
Sum | o ¢ ® PSS
—_— °® [ ] ® ® @
1 PFLOP/S e ® °
e ©® o o " e o {ITT
FLOP/S e ® *° N=1 S g & 8 A 166 rriors
100 TFLOP/ e ® L o a3 _—
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o @ e o
. ]
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59.7 cropss e ® o o ®

100 GFLOP/S ®

10 GFLOP/S

1 GFLOP/S

2015-07

1993 1994 1995 1996 1997 1998 1999 2000 2001 2002 2003 2004 2005 2006 2rJd7 2008 2009 2010 2011 2012 2013 2014 2015

o

e But comparison is difficult — no superconducting computer has run a
LINPACK benchmark to measure performance in FLOP/s
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Can superconducting computing compete?

Shadow of the Colossus/
Wander to Kyozo
SCEI

2016-04, Holmes, Superconducting Computing and the IARPA C3 Program
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~ A better way to view the relationship

e N
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Superconducting Computing
and the IARPA C3 Program

Problems in large scale computing

Feasibility study

Cryogenic Computing Complexity (C3) program (IARPA)
Challenges

Related work

— Digital-RF Receiver (Hypres)

— Quantum Annealing (D-Wave Systems)

— Japanese Superconducting Computing Program

— National Strategic Computing Initiative (NSCI)

— SuperTools, Cryo-to-RT Interconnect Programs (IARPA)

Conclusions
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Digital-RF Receiver (Hypres)

. . . . . “
e Commercial product with applications in:
— Software-defined radio, satellite communications
e Directly digitizes RF (no analog down-conversion)
— Ultra-wide bandwidth, multi-band, multi-carrier
e Hybrid temperature heterogeneous technology
— Different technologies between ambient and 4 K
— Closed-cycle cryogenic refrigerator
BPALADC i E E 48 in.
;5;:;::;: — Mulﬁ-channgl Interface ,E E raCk
& o Thermal I-' .
Module Links
1st Stage T AmbientT =
=40K 300K
Cryocooler from Sumitomo ‘ :_v" ‘h
A A

20-G3P0O Vacuum
Feedthrough

Gupta, et al., IEEE Trans. Appl. Supercond., June 2011
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Quantum Annealing (D-Wave Systems)

e D-Wave® TwoX™ (2015 August 20),
a commercial superconducting
guantum annealing processor

e 128,000 Josephson junctions
e 1000 qubit array
e 15-20 mK operating temperature

i
“Washington” chip D-Wave® TwoX™ quantum annealing processor

2016-04, Holmes, Superconducting Computing and the IARPA C3 Program
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Japanese 3-year program started

e “Superconductor Electronics System Combined with Optics and Spintronics”
JST-ALCA Project: http://www.super.nuge.nagoya-u.ac.jp/alca/ (Japanese)

e Processor goals: AQFP majority logic, 8-bit simplified RISC architecture,
~25,000 JJs, ~10 instructions

Electrical I/F

Peltier Coolers

HTS Cables
Nanowire 0/E
Conversion Moles \

-

Main Memory

096'@!&

(w/ Magnetic Materials)

Optical Network

+ 77-K Stage

Optical Fibers

H 4.2-K Stage

Energy-Efficient

SFQ Microprocessor
+ Cache Memory

External Power Supply
(Renewable Energy)

Superconducting
Magnetic Energy
Storage (SMES)

Solar Panels

IT Modules

Compact, portable superconductor IT modules
combined with optics and spintronics

Scalability, Small Footprint, High Reliability,
Air Conditioning Free, High Energy-Efficiency

Helium Liguefier

Image Created Based on Upen
mment Cloud Consortium, 20t
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National Strategic Computing Initiative (NSCI)

Executive Order July 29, 2015
By the authority vested in me as President by the Constitution and the laws of the
United States of America, and to maximize benefits of high-performance computing
research, development, and deployment, it is hereby ordered as follows:

e (b) Foundational Research and Development Agencies. There are two
foundational research and development agencies for the NSCI: the Intelligence
Advanced Research Projects Activity (IARPA) and the National Institute of
Standards and Technology (NIST).

IARPA will focus on future computing paradigms offering an alternative to standard
semiconductor computing technologies. NIST will focus on measurement science to
support future computing technologies. The foundational research and
development agencies will coordinate with deployment agencies to enable effective
transition of research and development efforts that support the wide variety of
requirements across the Federal Government.

2016-04, Holmes, Superconducting Computing and the IARPA C3 Program
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Superconducting Computing
and the IARPA C3 Program

e Problems in large scale computing

e Feasibility study

e Cryogenic Computing Complexity (C3) program (IARPA)
e Challenges

e Related work

e Conclusions
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Future Supercomputing Vision

p——

Probabilistic

N 1 3 & - Courtesy of the Oak Ridge National Laboratory, U.S. Department of Energy

=

e Hybrid technologies: digital (CMOS, SFQ), probabilistic, analog, neuromorphic,
reversible, and quantum computing (QC)
— whatever works best!

e SFQ digital platform supports multiple cryogenic technologies

e Requires optical interconnects between
room temperature and cryogenic nodes

2016-04, Holmes, Superconducting Computing and the IARPA C3 Program




OFFICE OF THE DIRECTOR OF NATIONAL INTELLIGENCE

L EADING I NTELLIGENCE T NTEGRATION

Lessons from an Emerging Technology

e Fair metrics are needed to evaluate alternative computing technologies
— level the playing field to allow different technologies to compete

— relevant lessons from hiring for diversity?

vol,

e Ramping up requires time and resources

— the real Moore’s Law
e Government funding alone is not sufficient
— cost to develop energy-efficient, large-scale computers is large
— ramp up using smaller products and markets
e Don’tgoitalone
— use your mother elephant

e Go big or go home!
— small improvements are not worth the effort
— large disruptions require even larger advantages

2016-04, Holmes, Superconducting Computing and the IARPA C3 Program
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Supercondeting =
Computing in Large-Scale
Hybrid Systems =~ ™=~

D. Scott Holmes, Ecoz Allen Hamilton
Alan M. Kadin, Senior Member of IEEE
Mark W. Johnson, D-Wave Systems

Computer, vol. 48,
Dec. 2015

Once focused solely on computation speed, superconducting
computing is now proving useful in hybrid systems where

its unique capabilities complement conventional computing
technologies. Energy efficiency has become a strong motivation
for developing large-scale superconducting systems.
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